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Abstract
This work aimed to analyze the use of different approaches to link normal heights obtained via Global Navigation Satellite System (GNSS)/Global Geopotential Model (GGM) refined by the RTM technique to the Brazilian Vertical Data (Imbituba Brazilian Vertical Datum – IBVD and Santana Brazilian Vertical Datum – SBVD). Specifically, it analyzed approaches based on the weighted mean of discrepancies between height anomalies, the zero-level geopotential value, the Geodetic Boundary Value Problem (GBVP) solution, and the use of parametric modeling of a plane with a scale factor. For the numerical tests, two different study regions have been used, the first with heights referenced to IBVD and the second to SBVD. Using the first three approaches, the local modeling idea has been investigated in both regions. In this context, spatial cluster analysis of the outliers of differences between local and global height anomalies defined the sub-regions. In the fourth approach, the treatment of local modeling was initially considered. In the accuracy analysis of linkages, it has been verified that approaches based on the mean of the discrepancies between height anomalies and using zero-level geopotential value propose practically the same results. On the other hand, there were improvements at the centimeter level with the use of the GBVP solution-based approach compared to the first two, except for two worsening cases. With the approach based on parametric modeling, the accuracy results were mainly worse considering the approaches with local modeling. The most significant differences reached the decimeter level.
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Resumo
Este trabalho teve como objetivo analisar o uso de diferentes abordagens para a vinculação de altitudes normais obtidas via Global Navigation Satellite System (GNSS)/Modelo Global do Geopotencial (MGG) refinado pela técnica RTM aos Data Verticais Brasileiros (Datum Vertical Brasileiro de Imbituba – DVBI e Datum Vertical Brasileiro de Santana – DVBS). Especificamente foram analisadas as abordagens baseadas na média ponderada das discrepâncias entre anomalias de altura, no geopotencial de origem, na solução do Problema de Valor de Contorno da Geodésia (PVCG) e no uso de modelagem paramétrica de um plano com fator de escala. Para os testes numéricos foram utilizadas duas diferentes regiões de estudo, sendo a primeira com altitudes referenciadas ao DVBI e a segunda ao DVBS. Em ambas as regiões, para as três primeiras abordagens, foram investigadas modelagens locais. Neste contexto, sub-regiões foram definidas por análise de agrupamento espacial dos outliers das diferenças de anomalias de altitudes local e global. Na quarta abordagem tem-se o tratamento de modelagem local já originalmente considerado. Na análise de acurácia de vinculações, foi verificado que as abordagens baseadas na média das discrepâncias entre anomalias de altura e no uso do geopotencial de origem propõem praticamente os mesmos resultados. Por outro lado, houve melhorias ao nível do centímetro com o uso da abordagem baseada na solução do PVCG em relação às duas primeiras, com exceção de dois casos de piora. Com a abordagem baseada em modelagem paramétrica os resultados de acurácia foram em maior parte piores em relação às abordagens com modelagens locais. As diferenças mais significativas alcançaram nível decimétrico.
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1 Introduction

In the recent readjustment of the High Precision Altimetric Network (RAAP – “Rede Altimétrica de Alta Precisão” in Portuguese) of the Brazilian Geodetic System (BGS), using geopotential numbers, a normal heights system has been adopted. According to IBGE (2019), this type of height has been adopted because it is the most suitable for modern scientific concepts and methods and is in line with the context of the International Association of Geodesy (IAG) to define the future International Height Reference System (Ihrs).

In addition to adopting normal heights, the readjustment also took into account new observations of spirit leveling and gravimetry, and inconsistencies corrections. While the IHRS is not realized in Brazil, most normal heights remain referred to IBVD, and the smallest part, in the Amapá state, is referred to SBVD. These datums are of a local nature, since they were defined from Mean Sea Level (MSL) observed values in each region, using unique tide gauge stations (IBGE 2019).

In order to obtain normal height values referred to IBVD or SBVD at a given point, using terrestrial methods, the transport of heights from the nearest benchmark (RN – “Referência de Nível” in Portuguese) station must use a spirit or trigonometric leveling. However, with the popularization of GNSS receivers in the last decades in Brazil and with the development of GGMs, from which it is possible to obtain a global quasi-geoid model, there is an alternative to the leveling process within a specific limit of accuracy. This alternative is more economical and requires less processing time. Mainly in places where the nearest RN is tens or hundreds of kilometers away, a reality in some regions in Brazil.

Using a GGM, it is possible to suppress part of the omission error in height anomalies with the use of the well-known and widely applied Residual Terrain Modeling technique (RTM; Forsberg & Tscherning 1981). It is a way to increase the spectral resolution of a GGM, where the gravitational attraction of the masses distributed along a residual topography is used. That is, between a detailed gravitational attraction of the masses distributed along a residual topography and a smoothed topographic surface obtained from a low-resolution Digital Terrain Model (DTM) and a smoothed topographic surface obtained from a high-resolution DTM in which the spectral information is considered to be already contained in the GGM (Hirt, Featherstone & Marti 2010; Gerlach & Rummel 2012; Grombein, Seitz & Heck 2017), the result is a refined GGM using DTMs.

The normal heights obtained by GNSS/GGM are referred to a global Vertical Reference System (VRS) associated with the GGM/RTM solution used. Thus, the reference surface for the calculated heights is not the same as defined by the MSLs obtained by tide gauges in IBVD and SBVD. Consequently, estimating transformation parameters between the different VRSs must consider a height datum offset. In addition, there is the issue of remaining omission errors concerning the full spectral information of the tide gauge solution.

The problem is not unique to Brazil. Researchers have proposed several approaches in several countries and regions around the world for more than three decades. Among them, some of the most widely used can be mentioned: the approach based on the mean of the discrepancies between height anomalies (Kasenda 2009; Grombein, Seitz & Heck 2017); the approach based on the zero-level geopotential values (Burša et al. 1999; De Freitas 2015; Sánchez, De Freitas & Barzaghi 2018; Ihde et al. 2017); and the approach based on the GBVP solution (Rummel & Teunissen 1988; Xu 1992; Gerlach & Rummel 2012; Amjadiparvar, Rangelova & Sideris 2016; Grombein, Seitz & Heck 2016; Zhang et al. 2020).

In Brazil, with the old RAAP normal orthometric heights, Ferreira, De Freitas and Heck (2016) analyzed the use of the approach based on parametric modeling for the entire national territory. Specifically for the São Paulo state, in the context of the new RAAP normal heights, Delgado and Rodrigues (2022) have investigated the use of the geopotential-based approach with an adaptation. In this, the zero-level geopotential value for the local case was calculated using an arithmetic mean of the height anomalies discrepancies.

However, an essential factor to be analyzed with the use of the approaches based on the mean of discrepancies between height anomalies, the GBVP solution, and the use of the zero-level geopotential value are the approximation and measurement errors in the input data set for the estimation of the transformation parameters (Kotsakis, Katsambalos & Ampatziadis 2012; Ferreira, De Freitas & Heck 2016). According to Grombein, Seitz and Heck (2017), these errors cause biases in the height datum offset, which will vary regionally. The authors also mention that for GNSS ellipsoidal heights and GGM-derived height anomalies are expected errors to be mainly random. On the other hand, the physical heights associated with the Local Vertical Datums (LVD) can additionally be affected by systematic leveling errors and distortions in the leveling network.

In order to minimize this problem, there are two ways: (i) estimation of local parameters, as in Delgado and Rodrigues (2022), or (ii) the use of the approach based on the use of parametric modeling as a function of geodetic coordinates (Kotsakis, Katsambalos & Ampatziadis 2012; Rülke et al. 2012; Grombein, Seitz & Heck 2017).
This paper analyzes the use of GNSS and XGM2019 GGM, refined with the RTM technique, to determine normal heights in two Brazilian regions, using the four different approaches mentioned for linkage to IBVD and SBVD. Approaches based on the mean of discrepancies between height anomalies, the use of the zero-level geopotential value and on the GBVP solution, adopt the idea of local parameter estimation. Furthermore, the weighted mean of the height anomalies discrepancies has been used in the first two approaches, taking into account the input data uncertainties.

2 Methodology and Data

Considering the methodology used in this research, Figure 1 shows the step flow, from obtaining the data set to the step of evaluate the accuracy of the linkage performed using each approach.

2.1 Approaches for Linking GNSS/GGM/RTM Normal Heights to Brazilian Vertical Datums

GNSS/GGM/RTM-derived normal heights are referenced to a VRS associated with a zero-level geopotential global value $W_0$ of the used GGM solution. Thus, for such global heights to be linked to any of the Brazilian Vertical Datums (BVDs), it is necessary to use some transformation approach. This section presents the approaches used in this research.

2.1.1. Approach Based on the Mean of the Height Anomalies Discrepancies

In the approach based on the mean of the height anomalies discrepancies, the transformation parameter to be applied at GNSS/GGM/RTM-derived normal heights values can be calculated by (Ferreira, De Freitas & Heck 2016) (Equation 1):

$$\delta H^N = \frac{1}{n} \sum_{i=1}^{n} (\zeta_{RN/GPS,i} - \zeta_{GGM/RTM,i})$$

where $\zeta_{RN/GPS,i}$ and $\zeta_{GGM/RTM,i}$ are the height anomaly at a given station $i$ associated with the BGS and the height anomaly at the same station $i$ obtained from the GGM/RTM solution, respectively.

In this approach, the uncertainties of the input data influence the parameter estimation. This research, proposes, as a way of minimizing this influence, the propagation...
of the uncertainties associated with the GBS quantities when available. Thus, the weighted mean can be used, with weights inversely proportional to the square of the deviations. The height anomalies associated with the GGM/RTM solution are considered fixed and without error due to the absence of information. In this way, we have the Equations 2 and 3:

$$\delta H^N = \frac{\sum_{i=1}^{n}[(\zeta_{\text{RN/GPS}} - \zeta_{\text{GGM/RTM}})P_i]}{\sum_{i=1}^{n}P_i}$$  (2)

$$P_i = \frac{1}{\sigma_{\text{RN/GPS}}^2} = \frac{1}{\sigma_{\text{GGM/RTM}}^2 + \sigma_{\text{HRS}}^2}$$  (3)

2.1.2. Approach Based on the Zero-level Geopotential Values

In the case of the approach based on zero-level geopotential values, the methodology presented by Ihde et al. (2017), adapted by Delgado and Rodrigues (2022), has been used. The objective is to obtain the zero-level geopotential value ($W_{0k}$) of an LVD $k$. This quantity is the parameter to be estimated. Considering point $P$ in Figure 2 as a BGS’s RN/GPS station, the anomalous potential at this point can be obtained from the GGM/RTM solution. On the other hand, the value of the ellipsoidal height $h_i$ can be obtained free of charge from the BGS’s Geodetic Database. From the mathematical deduction presented in Delgado and Rodrigues (2022), with the $W_{0i,p}$ values for the set of $n$ points, the mean value of the potentials can be assumed as the local reference level (Equation 4):

$$\bar{W}_{0i} = \frac{1}{n} \sum_{i=1}^{n} \left[ U_0 - \gamma_i (\zeta_{\text{RN/GPS}} - \zeta_{\text{GGM/RTM}}) \right]$$  (4)

where $U_0$ is the zero-level spheropotential value of the adopted Reference Ellipsoid (e.g., GRS80); and $\gamma_i$ is the magnitude of the normal gravity acceleration at point $i$. Adopting the weighted mean with weights inversely proportional to the square of the propagated uncertainties of $\zeta_{\text{RN/GPS}}$, we have the Equation 5:

$$\bar{W}_{0i} = \frac{\sum_{i=1}^{n} \left[ U_0 - \gamma_i (\zeta_{\text{RN/GPS}} - \zeta_{\text{GGM/RTM}}) \right] P_i}{\sum_{i=1}^{n}P_i}$$  (5)

Finally, to calculate the normal height obtained via GNSS/GGM/RTM at a given point $Q$, referred to the LVD $k$, we have the Equation 6:

$$H^N_{0,\text{Q/k}} = \frac{C_{0k}}{\gamma_0} = \frac{\bar{W}_{0i} - W_0}{\gamma_0}$$  (6)

2.1.3. Approach Based on the GBPV Solution

In the case of the approach based on the GBPV solution, proposed by Rummel and Teunissen (1988), not only the difference in zero-level geopotential but also the difference in terms of geopotential number is considered. In the adapted case of fixed GBVP solution, considering a LVD $k$, we have the Equation 7:

$$\delta H^N_i = \zeta_{\text{RN/GPS}} - \zeta_{\text{GGM/RTM}} = \frac{\Delta W_0}{\gamma_i} + \left[ 1 + 2K(\psi) \right] \frac{C_i}{\gamma_i}$$  (7)

where $\Delta W_0$ is the difference in zero-level geopotential; $K(\psi)$ is the Hotine-Koch function at point $i$; and $C_i = W_0 - W_{0i}$. The $\Delta W_0$ and $C_i$ values are estimated as parameters in a least-squares adjustment. It is worth noting that the $h_i$ and $H^N_{0,\text{Q/k}}$ values have uncertainties and were considered in the matrix of the weights of the observations in the adjustment.

2.1.4. Approach Based on the Parametric Modeling

As mentioned before, the approximation and measurements errors in the input dataset influence the estimation of parameters in the case of first three approaches presented in this. In order to take this problem into account, the idea of parametric modeling based on the use of polynomial functions of geodetic coordinates can be used.
In this research, for the application of this approach, a plane functional mathematical modeling with three parameters and a scale factor have been used, as seen in Kotsakis et al. (2012) and Ferreira, De Freitas and Heck (2016) (Equation 8):

$$\delta H^a = \zeta_{\text{RN/GPS}} - \zeta_{\text{GGM/RTM}} = \delta H^a_0 + a_1 (\lambda_0 - \lambda_i) + a_2 (\varphi_0 - \varphi_i) \cos \lambda_i + \delta s$$

(8)

where $\delta H^a_0$, $a_1$, and $a_2$ are, respectively, the vertical offset between the vertical data, the tilt of the plane in the north-south and east-west direction, for the centroid $(\lambda_0; \varphi_0)$ of the study region; $\delta s$ is a scale factor that accounts for the potential correlation between the raw residuals and the topographic heights; $\lambda_i$ and $\varphi_i$ are the geodesic longitude and latitude at $i$-th point from 1 to $n$. To estimate $\delta H^a_0$, $a_1$, $a_2$, and $\delta s$ values a Least-Squares adjustment has been used with weights in the observations as a function of the uncertainties of $\zeta_{\text{RN/GPS}}$.

### 2.2 Local Parameters Estimation Idea

In order to consider the influences of approximation and measurement errors on the input data sets, $\zeta_{\text{RN/GPS}}$ and $\zeta_{\text{GGM/RTM}}$, the first three approaches used the idea of local parameters estimation, as in Delgado and Rodrigues (2022). That is, with more adjusted local modeling for the study regions from subsets of height anomalies data. Therefore, it could verify possible outliers in the set of discrepancy values $\zeta_{\text{RN/GPS}} - \zeta_{\text{GGM/RTM}}$ before calculating the parameters. First, in the detection step, normality tests were performed with a 95% confidence level.

The normality tests have been used according to the sample size, providing greater detection accuracy: Shapiro-Wilk (Shapiro & Wilk 1965) for samples smaller than 50 observations and Jarque-Bera (Bera & Jarque 1980) for samples more significant than 50 observations. After performing the tests, the Data-Snooping method has been interactively applied to identify outliers to recognize one observation at a time, until the dataset is considered with a normal distribution and free of outliers.

After identifying outliers, the adaptation step verified the hypothesis of spatial correlation of outliers, that is, if the outliers have been spatially grouped in a subregion. Therefore, a spatial data clustering analysis technique has been used based on the standard deviation value, considering that spatially correlated outliers may indicate a different local bias from that verified in the rest of the data in the sample set, rather than simply the presence of gross error. Thus, using the first three approaches for the two study regions indicated in section 2.3, it was possible to carry out linkage studies for one or more areas, called study sub-regions, with different local parameters.

### 2.3 Study Regions, Data Collection and Validation of Linkage Approaches

For the development of this research, two study regions have been defined. The first region comprises the São Paulo state with 102 RN/GPS stations, as shown in Figure 3A. The second region is the Amapá state, with 67 RN/GPS stations, as shown in Figure 3B. While in the first region the normal heights are referred to the IBVD, in the second one the heights are referred to the SBVD.

The estimation of the transformation parameters used 2/3 of the total number of available RN/GPS stations in each region, known as reference points (RP). The complementary part of 1/3 was used to assess the accuracy of the linkages, known as check points (CP). These amounts were empirically defined.

The GGM derived height anomaly values ($\zeta_{\text{GGM}}$) were obtained from the ICGEM (International Center for Global Gravity Field Models) web interface for each station. This research used the GGM XGM2019 with maximum degrees and orders (XGM2019c_2159). This GGM was chosen considering its better accuracy in Brazilian territory than the other GGMs available (Zingerle, Pail & Gruber 2020).

To minimize the omission errors of the GGM data the RTM technique was used (Forsberg & Tscherning 1981). This technique considers the gravitational attraction of the residual topographical masses. Such data was extracted from DTMs, and the approach used was rectangular prisms with planar approximation (Heck & Seitz 2007), with a radius of 200 km, as used by Hirt, Featherstone and Marti (2010). For a given point $P$, after calculating the residual height anomaly, obtained by the RTM technique ($\zeta_{\text{RTM}}$), the refinement of the height anomaly extracted from the GGM XGM2019 ($\zeta_{\text{GGM}}$) can be done by Equation 9:

$$\zeta_{\text{GGM/RTM}} = \zeta_{\text{GGM}} + \zeta_{\text{RTM}}$$

(9)

where $\zeta_{\text{GGM/RTM}}$ is the height anomaly extracted from the GGM and refined by the RTM technique.

The selected DTMs had the best cost/benefit ratio based on factors such as accuracy, computational cost and resolution in previous tests performed by the authors. Therefore, it was chosen the ETOPO1 (Amante & Eakins 2009) model with 1’ spatial resolution and the SRTM15_PLUS (Tozer et al. 2019) 15” spatial resolution, obtained from the ICGEM and the ERDDAP data server.
of the National Oceanic and Atmospheric Administration (NOAA), respectively. The application of the RTM technique uses the ETOPO1 as reference smoothed surface and the SRTM15_PLUS model as detailed surface. Both models cover oceanic areas derived from bathymetric data.

Before the integrating of the data, it considered the differences in Permanent Tide Systems. To make the BGS’s ellipsoidal heights (tide free) compatible with the RAAP normal heights (mean tide) and GGM/RTM heights (zero tide), the transformation to the mean tide System has been defined using the formulation presented by Rapp (1989). This was recommended by the IAG, and presented in conventions for adopting of the IHRS (Ihde et al. 2017).

For the evaluation of the linkages in each third, the Root Mean Square Error (RMSE) values have been calculated from the discrepancy dataset between the normal height values at the check points by Equations 10 and 11:

![Figure 3 Study regions with the BGS RN/GPS stations spatial coverage: A. São Paulo; B. Amapá.](image)
\[ RMSE_{\Delta H} = \sqrt{\frac{1}{t} \sum_{i=1}^{t} (H_{i,\text{BVD}}^N - H_{i,\text{BVD}}^N)^2} \]  \hspace{1cm} (10)

with:

\[ H_{i,\text{BVD}}^N = h_i - z_{i,\text{MGG/RTM}} - \delta H^N \]  \hspace{1cm} (11)

where \( H_{i,\text{BVD}}^N \) is the \( i \)-th normal height obtained via GNSS/GGM/RTM referred to one of the BVD \( k \) at a given checkpoint \( i \); \( H_{i,\text{BVD}}^N \) is the \( i \)-th normal reference height (RN) at checkpoint \( i \); and \( t \) is the number of checkpoints.

3 Results

Table 1 shows an extract of the height anomalies \( \zeta_{\text{GGM/RTM}} \) extracted from the GGM and refined by the RTM technique for the SP and AP study regions. As can be seen, at some stations, the RTM contribution reached values at the centimeter level. For example, the highest RTM height anomaly values have been 0.039 m at station 91634 in the SP region and 0.035 m at station 95068 in the AP region.

The normality hypothesis was not accepted in both regions, in the case of the first three approaches, after applying the normality tests to the sets of height anomalies discrepancies (Table 2). That is, no single systematic effect that can be modeled directly with a single set of parameters. Therefore, after rejecting the normality hypothesis, the Data-Snooping method has been iteratively applied to identify outliers until the datasets to be considered with a normal distribution and free of outliers. Table 2 presents, for each study region and sub-region sample size (number of points), the applied normality test (Jarque-Bera – JB or Shapiro-Wilk – SW), the calculated index in each test, the critical value for the statistical distribution (\( \chi^2 \) with 2 degrees of freedom for JB) using 5% of significance level and results of the test (H0 rejected or not rejected).

<table>
<thead>
<tr>
<th>GPS station</th>
<th>( \zeta_{\text{GGM}} ) (m)</th>
<th>( \zeta_{\text{GGM/RTM}} ) (m)</th>
<th>GPS station</th>
<th>( \zeta_{\text{GGM}} ) (m)</th>
<th>( \zeta_{\text{GGM/RTM}} ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>91352</td>
<td>-7.572</td>
<td>-7.563</td>
<td>91240</td>
<td>-24.570</td>
<td>-24.584</td>
</tr>
<tr>
<td>91507</td>
<td>-3.735</td>
<td>-3.774</td>
<td>91577</td>
<td>-24.706</td>
<td>-24.730</td>
</tr>
<tr>
<td>91550</td>
<td>-6.462</td>
<td>-6.452</td>
<td>93706</td>
<td>-25.392</td>
<td>-25.420</td>
</tr>
<tr>
<td>91554</td>
<td>-5.716</td>
<td>-5.705</td>
<td>93813</td>
<td>-26.531</td>
<td>-26.534</td>
</tr>
<tr>
<td>91584</td>
<td>-6.891</td>
<td>-6.877</td>
<td>95015</td>
<td>-24.751</td>
<td>-24.746</td>
</tr>
</tbody>
</table>

Table 2 Results of the normality test in the study regions and sub-regions.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Normality test</th>
<th>Calculated index</th>
<th>Critical value</th>
<th>Results of the test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>102</td>
<td>JB</td>
<td>124.44</td>
<td>&lt;5.99</td>
</tr>
<tr>
<td>AP</td>
<td>67</td>
<td>JB</td>
<td>9.67</td>
<td>&lt;5.99</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Normality test</th>
<th>Calculated index</th>
<th>Critical value</th>
<th>Results of the test</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP1</td>
<td>12</td>
<td>SW</td>
<td>0.94</td>
<td>&gt;0.86</td>
</tr>
<tr>
<td>SP2</td>
<td>90</td>
<td>JB</td>
<td>4.69</td>
<td>&lt;5.99</td>
</tr>
<tr>
<td>AP1</td>
<td>7</td>
<td>SW</td>
<td>0.93</td>
<td>&gt;0.80</td>
</tr>
<tr>
<td>AP2</td>
<td>57</td>
<td>JB</td>
<td>4.02</td>
<td>&lt;5.99</td>
</tr>
</tbody>
</table>
After identifying the stations whose height anomalies discrepancies have been considered as outliers, the adaptation step carried out the process of special correlation analysis by clustering. Figures 4A and 4B show these results. As can be seen, in the first study region, there was a spatial cluster of outliers in the southern part with 12 stations. These are in red in Figure 4A, in a coastal and mountain region and have been called SP1 sub-region. Thus, the rest of the study region has been called SP2 sub-region. After the groupings, it was verified the normality in both data sets for the sub-regions (Table 1). This result shows different systematic effects in the sub-regions, arising from approximation and measurement errors in the input data sets, $\zeta_{\text{RN/GPS}}$ and $\zeta_{\text{GGM/RTM}}$.

![Figure 4](image-url)

**Figure 4** Clustering classification of points: A. in the first study region; B. in the second study region.
In the second study region, as seen in Figure 4B, there were three groups of points, two of which notably presented points with the lower and higher discrepancy in height anomalies. In red are the points with the slightest discrepancy, defining the study sub-region AP1, in a place further away from the coast and with higher heights than the other points. The points with the most significant discrepancy are shown in green, in a flatter region, defining the AP2 study sub-region. The third group, in yellow, did not present a spatial correlation and was composed of only three stations. Therefore, this group was disregarded.

Based on these results, for both study regions, when using the first three approaches, it is important to link the normal heights to the BVD separated into sub-regions, with an estimation of different local parameters.

Three sets of these points have been tested to analyze differences in parameter estimation from different sets of RPs. Thus, an initial point configuration was called the Alpha third part (A). Subsequently, two other thirds, called Bravo (B) and Charlie (C) third parts have been defined, using permutations between the points. Table 3 shows the number of stations for each set of RP and CP.

Figures 4A and 4B show the distribution of RP and CP in all sub-regions using the Alpha third part as an example. The CPs in sub-regions SP1 and AP1 are indicated as triangles in faded red. The CPs in sub-regions SP2 and AP2 are indicated as triangles in light green.

After defining the sub-regions, in the first three approaches, the parameters and their uncertainties have been estimated with the three configurations of reference points A, B, and C. The first three approaches have not been used in the study regions due to the reasons explained in section 1. This is related to approximation and measurement errors in the input data set (systematic leveling errors and distortions in the leveling network) that generate different systematic effects in the height datum offset (Kotsakis, Katsambalos & Ampatzidis 2012; Ferreira, De Freitas & Heck 2016). According to Grombein, Seitz and Heck (2017).

For the case of the parametric modeling approach, the parameters have been estimated without dividing the study regions into sub-regions, for the reasons explained in section 2.1.4. Table 4 shows the results.

In the case of the SP1 and AP1 sub-regions, even with few points, the swap in the RPs has been adopted to fulfill the objective of analyzing differences in the estimated parameters with each third party. Table 4 shows that, in the case of the SP1 sub-region, the differences have been more significant than in the AP1 sub-region.

In the case of the approach based on the mean of the discrepancies between height anomalies, the parameters for the SP2 sub-region have been concordant at the millimeter level between the third parts B and C. Concerning the third part A, the difference has been almost 0.075 m. For the SP1 sub-region, the differences in the values of the estimated parameters have been at the decimeter level with a maximum difference of 0.361 m between the third parts B, and C. In this case, the reduced samples of RPs may have influenced the disregard of some point or set of points that has contributed to the values obtained in third parts A and B. For sub-region AP1, the most significant difference has been 0.017 m between thirds A and B. Among the other third parts, the difference has been at the level of a millimeter. For the AP2 sub-region, there was a difference at the millimeter level between the A and B thirds. In the case of the third part C, the differences to the other third parts have reached the centimeter level.

It is possible to analyze meter discrepancies using the approach based on the zero-level geopotential value by dividing the potential values by the mean normal gravity of the sub-region. In this case, the same differences obtained using the approach based on the mean of the discrepancies between height anomalies have been verified.

In the case of the approach based on the solution of the GBVP, the same procedure of dividing the parameters by the mean normal gravity of the sub-region has been performed. Regarding the parameter $\Delta W_0$, in the SP1 sub-region, the differences reached the decimeter level, as in the case of using the previous approaches. The maximum difference has been approximately 0.300 m between third parts A and C. The difference between third parts B and C decreased by more than half compared to the previous approaches. For the SP2 sub-region, the difference between the third parts A and B has been approximately 0.006 m, which is ten times less than the result obtained from previous approaches.

### Table 3 Number of stations for each set of RPs and CPs using third parts A, B and C.

<table>
<thead>
<tr>
<th>Third part</th>
<th>SP RP</th>
<th>CP</th>
<th>AP RP</th>
<th>CP</th>
<th>SP1 RP</th>
<th>CP</th>
<th>SP2 RP</th>
<th>CP</th>
<th>AP1 RP</th>
<th>CP</th>
<th>AP2 RP</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>68</td>
<td>34</td>
<td>42</td>
<td>22</td>
<td>8</td>
<td>4</td>
<td>60</td>
<td>30</td>
<td>4</td>
<td>3</td>
<td>38</td>
<td>19</td>
</tr>
<tr>
<td>B</td>
<td>68</td>
<td>34</td>
<td>42</td>
<td>22</td>
<td>8</td>
<td>4</td>
<td>60</td>
<td>30</td>
<td>5</td>
<td>2</td>
<td>38</td>
<td>19</td>
</tr>
<tr>
<td>C</td>
<td>68</td>
<td>34</td>
<td>42</td>
<td>22</td>
<td>8</td>
<td>4</td>
<td>60</td>
<td>30</td>
<td>5</td>
<td>2</td>
<td>38</td>
<td>19</td>
</tr>
</tbody>
</table>
approaches. However, the other third parts’ differences have been at the level of the centimeter. In the AP1 sub-region, the differences have reached the centimeter level, with a maximum difference of approximately 0.110 m between the third parts A and C, which is almost ten times more than the difference obtained using the previous approaches. In the case of the AP2 sub-region, the differences have been all at the millimeter level. In the case of the parameter $C_a$, the differences have all been at the millimeter or sub millimeter level, with a maximum difference of approximately 0.006 m between the third parts A and C, in the SP1 sub-region. In the case of the AP2 sub-region, the values of this parameter have been equal to zero, indicating that it is not significant.

In the case of the parametric modeling approach, the differences in the parameter $\delta H_{\psi s}$, between the third parts have been at decimeter level in the SP region and centimeter-level in the AP region. This may be related to a more significant variation of error values in the input data for the estimates since there are more points in the SP region. Regarding the plane tilt parameters in the north-south ($a_1$) and east-west ($a_2$) directions, the differences in $rad$ have been more significant since they are dependent on the input geodetic coordinates differences. In the case of the scale factor, the values have agreed at the level of $10^{-4}$ and $10^{-3}$, for the SP and AP regions, respectively.

Given these results, it is possible to verify that there was no pattern in the differences between the parameters obtained with the third parts from one approach to another, except between the first and second approaches, whose results have been practically the same. Furthermore, differences can reach the decimeter level, even in the case of local modeling. However, except for the SP1 and AP1 sub-regions, the accuracy obtained using a given approach has remained practically the same, regardless of the third part used.

In the approach based on the zero-level geopotential value, it is possible to compare the estimated BVD zero-level geopotential values in the sub-regions with the values estimated in Sánchez & Siders (2017), which used the entire RN/GPS stations networks in Brazil referred to IBVD and SBVD (Table 5). In Figures 5A and 5B are shown the differences in meters. The mean normal gravity values of the SP and AP regions, respectively.
After estimating the parameter, the accuracies of the linkages were calculated using the checkpoints in each study sub-region and third part, according to Equation 10. Figures 6 and 7 show the results. Here, the approaches based on the weighted mean of discrepancies between height anomalies, the zero-level geopotential value, the solution of the GBVP and the use of parametric modeling are called 1, 2, 3, and 4, respectively.

The RMSE values for linkages using approaches 1 and 2 in all sub-regions and third parts have agreed at the sub-millimeter level. This indicates that the two approaches lead to similar results practically. Regarding approach 3, except for the SP1 sub-region/A third part and AP1 sub-region/ C third part, more accurate results have been found for the first two approaches. The results in the cases of exceptions can be related to the input data uncertainty levels at reference points, the model’s sensitivity in this regard, the distribution of the reference points, or even the low sampling for the parameter estimates. This is noticeable from the analysis of the difference between the results in the AP1 sub-region with the B and C third parts.

Using approaches with local parameters estimates in at least one of the sub-regions verifies less accurate values in the case of approach 4. The most significant

<table>
<thead>
<tr>
<th>Parameter</th>
<th>IBVD</th>
<th>SBVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_{O,DVB}$</td>
<td>62,636,849.61±0.18 ms/s²</td>
<td>62636852.93 ± 1.51 ms/s²</td>
</tr>
</tbody>
</table>

The RMSE values for linkages using approaches 1 and 2 in all sub-regions and third parts have agreed at the sub-millimeter level. This indicates that the two approaches lead to similar results practically. Regarding approach 3, except for the SP1 sub-region/A third part and AP1 sub-region/ C third part, more accurate results have been found for the first two approaches. The results in the cases of exceptions can be related to the input data uncertainty levels at reference points, the model’s sensitivity in this regard, the distribution of the reference points, or even the low sampling for the parameter estimates. This is noticeable from the analysis of the difference between the results in the AP1 sub-region with the B and C third parts.

Using approaches with local parameters estimates in at least one of the sub-regions verifies less accurate values in the case of approach 4. The most significant.

**Figure 5** Differences of zero-level geopotentials values for Sánchez and Sideris (2017): A. SP1, SP2; B. AP1, AP2. Values level in meters.

**Figure 6** RMSE values of the discrepancies between $H^H_{in,BVD} k$ and $H^H_{LBVD}$ in meters using approaches 1, 2 and 3.
differences in terms of RMSE reached decimeter levels. This result indicates that the parametric modeling, with an inclined plane in the north-south and east-west directions, considering a scale factor, has not been adequate for the transformation, considering the different local systematic effects present in the study regions.

In the SP1 and AP1 sub-regions, the permutations influenced the results regarding the choice of third parts of reference points. This can be related to the low sampling of the reference points and/or differences in error levels in the input data.

As can also be seen, in the SP1 sub-region, the results have been the least accurate, which may be related to the remaining omission errors or inaccuracies of the GGM/RTM solution. It should be noted that this sub-region is located in a mountainous area.

In terms of absolute values by sub-regions, it is observed that in the study region in São Paulo, the RMSE values have been higher. This could be related to three possible causes: the higher level of uncertainty at normal altitudes in the São Paulo region due to the propagation of errors in the leveling since the IBVD; the size of the areas; it is related to sampling. In the case of the state of Amapá, the RAAP is composed of only two relatively short leveling lines from the SVBD, which proposes a reduced and localized sample for calculating parameters. In addition, as the CPs are in this region, the results tend to be smaller. Consequently, in the regions of the state that are far from the sample, the parameters may not be adequate, and the accuracies may be worse.

4 Conclusion

This work evaluated the use of four approaches for linking normal altitudes obtained via GNSS/GGM refined by the RTM technique to the IBVD and SBVD Vertical Data. In the case of local modeling, after analyzing the spatial correlation of the outliers detected in each study region, it has been verified that they are spatially clustered. Thus, two sub-regions were defined in each of the study regions. Furthermore, it indicates the presence of different systematic effects in the sub-regions arising from approximation and measurement errors in the input data sets.

All tests used three different configurations of reference and checkpoint. The linkage accuracies have been calculated with the discrepancies in terms of normal heights at the checkpoints. In this context, it was possible to verify that the approaches based on the mean of the discrepancies between height anomalies and using the zero-level geopotential propose practically the same accuracy results. On the other hand, the approach based on the GBVP solution proposed better accuracy results concerning the first two approaches, except in two tests. The accuracy results have generally been worse compared to approaches with local modeling when using the approach based on parametric modeling.

For the here analyzed study regions, the linkages using the approach based on the GBVP solution with local modeling have generally been more accurate. However, considering the two exceptions, it is essential to check alternatively the use of the approach based on the mean of
discrepancies between height, which is the simplest. The best results with the approach based on the GBVP solution may be related to the physical context of the modeling, which uses the zero-level geopotential difference, the geopotential number in the LVD and the coordinates of the reference points within the Hotine-Koch function. In addition, it is possible to affirm that there was a better fit of the data in the case of local modeling in the linkage.

This research’s results open up the prospect of obtaining normal altitudes via refined GNSS/GGM linked to BVD, replacing the transport of normal heights via leveling within a certain accuracy limit.
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